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Abstract—The present paper is based on the retrieval of images 
from large database. Here we have taken 500 images of leaves in 
white background. Most of the methods mainly focus on global shape 
features. In this paper we propose to improve retrieval process by 
considering both global features as well as local features. Shape 
context is considered as global feature and SIFT (Scale Invariant 
Feature Transform) [4] descriptors are considered as local features. 
Finally K- NN algorithm [14] is used for training purpose. Many 
different leaves have many similar regions so in this case SIFT local 
descriptors does not work properly in classification of leaves. In 
order to reduce false matching rates between leaves SIFT has 
combined with shape context of boundary points. The proposed 
approach provides better efficiency in comparison to SIFT algorithm 
or shape context features alone. 
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1. INTRODUCTION 

Image retrieval from large database is now becoming a hotspot 
area for researchers or scientists. Due to the digital camera or 
smart phones nowadays it is very easy to capture digital 
images which results in creation of large databases. Thus there 
is a requirement of an efficient system for retrieval of images 
from databases. Traditionally textual annotations are used for 
describing and retrieving images but this procedure is very 
tedious, time consuming and inconsistent. As a result, there is 
a need of such a mechanism which automatically extracts 
visual features like color, shape and texture from images and 
retrieves images based on those features. This type of 
mechanism is called content based image retrieval (CBIR) [1]. 
This paper focuses on classification of plants through leaf 
images based on shape context as global descriptors and SIFT 
as local descriptors of the keypoints detected on the images of 
leaves. The reason for considering leaf in plant classification 
as it is easy to capture the shape of leaf in comparison to 
flowers and other parts of plants. Moreover leaves of the 
plants are available throughout the season. Here we focus on 
single leaf image in white background.  

2. BACKGROUND 

Image retrieval involves two stages: first is the representation 
of images in the form of feature vectors and second is 
matching of feature points of query image and images in the 

database. Feature points matching involves three steps: First is 
to determine interest points to be matched, second is to find 
the descriptors of each keypoints and third is to match each 
points to those in another images by comparing descriptors. 
David Lowe used a scale invariant detector that finds extrema 
in the difference of Guassian scale space.He then used a 
quadratic equation quadratic equation to the local scale space 
neighbourhood to improve accuracy.The SIFT algorithm 
describe the feature points has invariance of the translation, 
rotation, scale and illumination. But when image has many 
local areas of similarity, The SIFT algorithm will go wrong 
with large number of false matching points.Thus to improve 
the efficiency of retrieval the SIFT algorithm is combined with 
shape context of images in this paper. Dr Zhiyong Wang et al 
proposed a paper in which he has classified leaf images using 
SIFT algorithm with shape context features.Mortensen et al. 
introduced a new SIFT descriptor with a global context which 
combined the SIFT descriptor with curvillinear shape 
information to improve the matching accuracy.  

3. FEATURE EXTRACTION 

1. First of all convert the colored leaf image into grayscale 
image and apply the SIFT algorithm on the image of leaf 
and detect the keypoints and for each keypoint. 

2. Then for each keypoint two component vector consisting 
of a SIFT descriptor as local properties and a global 
context vector is built. 

3. Then combine both vectors to construct the proposed 
descriptor.  

4. SIFT ALGORITHM 

Lowe (2004) came up with the idea of invariant technology 
based feature detection method SIFT [4]. There are following 
steps involved in the SIFT algorithm: 

4.1 Scale space extrema detection 

This is the step where keypoints are detected. For this the 
image I(x ,y ) is convoled with Guassian filters G(x, y, σ) at 
different scales.  

L(x, y, σ)=G(x, y, σ) ∗I (x, y) ------- -------- (1) 
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where ∗ is the convolution operation in x and y and G(x ,y, σ) 
is a variable -scale Gaussian and I(x,y) is the input image. 

To detect stable key point locations in scale space, it is used as 
scale space extrema based on difference of Gaussian, D(x, y, 
σ), which can be computed from the difference of two nearby 
scales separated by a constant multiplicative factor k: 

D(x, y, σ)=L(x, y, kσ)-L(x, y, σ) ----- ---(2) 

Fig. 1 shows an efficient approach to construction of D(x, y, 
σ). To detect the local maxima and minima of D(x, y, σ) each 
point is compared with its 8 neighbors at the same scale, and 
its 9 neighbors up and down one scale shown in fig.2. If this 
value is the minimum or maximum of all these points then this 
point is an extrema. 

 
Fig. 1: Scale Space and Difference of Guassian 

 

Fig. 2: Neighborhood for extrema detection 

Then remove the keypoints with low contrast and edge 
response point of instability. 

4.2 Orientation Assignment 

Gradient direction and magnitude of the neighborhood pixels 
are calculated by following equation: 

m (x, y)=((L(x+1, y)−L(x−1, y))2+ (L(x, y+1)−L(x, 
y−1))2)½ …………… ………..(3) 

θ (x, y)=tan−1 ((L(x, y+1)−L(x, y−1))/ (L(x+1, 
y)−L(x−1, y)))……..…… ……….(4) 

where m(x ,y) is the magnitude and θ (x, y) is the direction of 
keypoint The orientation histogram has 36 bins covering the 
360 degree range of orientations.  

4.3 Calculation of SIFT Descriptor Vector of given 
keypoint 

The keypoint descriptors typically use a set of 16 
histograms,aligned in a 4x4 keypoint descriptor each with 8 
orientation bins. This results in a feature vector containing 128 
elements. 

 
Fig. 3: SIFT Descriptor 

4.4 The SIFT Descriptor combined with Global Shape 
Context Descriptor 

For each detected keypoint, it we compute a vector that 
consists of two parts. One part is the SIFT descriptor of a local 
feature. Another part is a global texture vector used to 
distinguish similar local features. Thus a feature vector 
generated is as follows. 

----------  (5) 

where S is a 128-dimensional vector of SIFT, G is a 60-
dimensional global vector, and ω is a relative weight factor. 

Similar to the local descriptor generation of SIFT, global 
texture also generates a histogram. The maximum curvature of 
each pixel is computed, which is defined as 

the largest absolute eigen value of a Hessian matrix. For each 
keypoint log-polar coordinates around it, is established which 

divides a circular region, whose diameter is the length of an 
image diagonal, into a number of regions, and discrete values 
of angles and radial distances of each 

keypoint is computed. Thus, a curvature image can be 
calculated[16]. 
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Fig. 4: Leaf Image with SIFT Descriptor  

 
Fig. 5: Shape Context of points marked on leaf image 

4.5 Image Matching 

Given the definition of our feature descriptor in Eq. (5) and 
two descriptors, Fi and Fj, our distance metric is a simple 
Euclidean distance metric 

 (6) 

for the SIFT component, L, of the feature vector and a χ2 
statistic for the shape context component, G. 

 (7) 

The final distance measure value is given by 

…… ………… (8) 

Experiment 

Dataset  

The required images for the proposed work are acquired with 
the help of digital camera. These images are considered in 
white background and stored in.jpeg format. After storing 

SIFT descriptor for all leaves, contour lines are extracted of 
those leaves through any edge detector method like Canny 
edge detector method. After that shape context method is 
applied to extract shape context vectors. The subset of 
database of leaves contains neem, lotus, sadabahar,money 
plant, grapes, fern etc.The classification is based on KNN 
method. 

 

Fig. 6: Subset of database 

5. RESULTS 

Fig. 7 is showing the retrieval of query image from the 
database. 

Fig. 7: Retrieval of query image 

 

 

Fig. 8: Graph showing accuracy of system for no. of retrieval 
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6. EFFECTIVENESS MEASURE 

In order to measure the effectiveness of retrieval of the system 
some measures are suggested below: 

Precision–Precision is defined as the ratio of number of 
relevant retrieved images to total number of retrieved images. 
[5] 
Recall–Recall is defined as the ratio of number of relevant 
retrieved images to number of all relevant images. [5] 

Error Rate- It is defined as number of non relevant images 
retrieved to total number of images retrieved. [5] 

F1 Score–It is the weighted harmonic mean of precision and 
recall. 

7. FUTURE SCOPE 

The research work may be improved in the following manner: 

Usage of color, texture feature should be considered for future 
study to improve the efficiency of system. 

 
S. No Name of leaf Precision Recall Error Rate F1 Score 
1. Neem 0.475 0.8 0.425 0.5960 
2. Lotus 0.281 0.724 0.719 0.404 
3. Sadabahar 0.530 0.630 0.470 0.5756 
4. Money Plant 0.330 0.68 0.670 0.4443 
5. Banana 0.182 0.437 0.818 0.2569 
6. Grape 0.289 0.525 0.711 0.3727 
7. Aloe Vera 0.241 0.5 0.759 0.3252 
8. Mango 0.219 0.56 0.781 0.3148 
9. Croton 0.425 0.55 0.575 0.4794 
10. Fern 0.616 0.642 0.384 0.627 

 
Fig. 9: Table showing Precision, error rate, recall and  

F1 score for subset of leaves. 

 
Fig. 10: Graph showing effectiveness measure for subset of leaves 
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